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The DØ Experiment 

used 33.1 Terahertz 

(THz) years of CPU last 

year (FY11) [which is 

equivalent to 33,100 

one Gigahertz(GHz) 

CPUs running for a 

year] : 60% for 

Simulations, 40% for 

Reconstruction and 

Analysis 

Shown on this map are total ~12.6 THz CPU years 

used for Simulations in FY11. 11 largest CPU 

contributors are displayed (not including a separate 

dedicated farm at Lyon, France supplying 6.8 THz 

years) 
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DØ maintains data cache sites world-wide for 

efficient data processing. Shown on this map 

are the 12 largest cache sites with 14 TB of 

cache total. Not shown: 540 TB of cache at 

Fermilab for on-site processing. 

The DØ Experiment 

has recorded 7.7 

Petabytes (PB) total  of 

which about 1 PB are 

frequently accessed 

data for analysis and 

cached world-wide 

D0 Physics Paper Submissions 

University of Manchester, UK  2.2 TB 

Michigan State Univ. 1.8 TB 

SPRACE, Brazil 1 TB 

LAL, Orsay, France 0.9 TB 

NIKHEF, Netherlands 0.9 TB 

Univ. Nebraska, Lincoln 0.75 TB 

Purdue 0.6 TB 

UCSD 0.6 TB 

Imperial College, London, UK 0.5 TB 

Univ. of Connecticut 0.5 TB 

Ultralight (Caltech) 0.5 TB 

Langston Univ. of Oklahoma 0.5 TB 

L 

L 


