Accelerator Simulation and Parallel Computing
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: Existing Synergia2 Pure MP|
SynerglaZ Implementation

Developed at Fermilab, Synergia2 is a
parallel framework for simulation of collective
effects in accelerator physics. The code is
C++ and Python for optimum performance
and flexibility.
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http://compacc.fnal.gov/projects/wiki/synergia2
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Preparing Synergia2 for Exascale
Hybrid MPI-CUDA Version Under Development

Parallel Reduction with CUDA: Optimization

Hybrid MPI-OpenMP Version
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Execution Time The hybrid MPI1-OpenMP version of Synergia2 is a work in progress.
600 700 (in seconds) The above results display the speedup vs. plain MPI in a preliminary
Implementation.




