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Overview

● Distributed Collaboration
● Computing Sites
● Production
● Analysis
● BaBar GRID
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Distributed Collaboration
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Distributed Collaboration (Cont.)

● 560 Collaborations in 76 institutions in 9 
countries
– Important to allow remote development

● AFS & CVS
– Started tools to allow remote collaboration

● SoftRelTools & SiteConfig
– BaBar tools used to allow software to run at 

any site
● At last count (2 years ago) over 300 

collaborations had contributed to software
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Computing Sites

● Multi-tier system
– Tier-As: large concentration of resources
– Tier-Bs: not observered
– Tier-Cs: small sites/laptops

● Currently 4 Tier-As
● O(20) serious Tier-C sites

– Could have a few people's laptops
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SLAC

● Main computing site
– Complete data set(s) on tape
– Till 1.5 years ago all production
– All users require SLAC account

● Client hardware
– 900 Sun Solaris8 440MHz SparcIIIs
– 512 VA RedHat7.2 Dual 866MHz P-IIIs
– 256 (+128) Rackable RedHat7.2 Dual 1.4GHz 

P-IIIs
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Sun T1s VA 1220s

E420R + T3 disks
Rackables (back-to-back) Journal & Lock
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SLAC (Cont.)

● Server hardware
– ~100 small servers (lock, journal etc)

● Sun Solaris8 440MHz SparcIIIs
● 100Mb Ethernet

– ~50 data servers (2 or 4 CPUs with 1-2TB 
disk)

● Gigabit Ethernet
● HPSS used to manage tertiary storage
● Switched network
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IN2P3

● First external Tier-A centre
– Started early 2001

● Shared facility with 30+ experiments
● BaBar allocation (varies when needed)

– 11 data servers (22TB disk)
● Currently all Sun machines
● Heavily rely on HPSS to stage data

– ~100 IBM eServers Dual P-IIIs clients
● Mix of 750MHz and 1.2GHz

– ~40 Sun Solaris8 clients
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IBM Linux clients

Sun data servers
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INFN/Padova

● 120 IBM eServer Dual 1.26GHz P-IIIs clients
– 100Mbit Ethernet

● 8 Linux servers with 1TB each for production
● 28TB of disk in total
● LTO Tape library

– Currently contains ~80TB of Xtc files
● Output from online system
● Will be complete off site backup
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IBM Clients

EIDE 3Ware RAID
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RAL

● 104 RedHat7.2 Dual 1.4GHz P-IIIs
– In addition share old farm of 156 slower 

machines
– 100Mb Ethernet

● 20TB of disk utilising IDE RAID arrays
– Using Gigabit Ethernet
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Linux Clients

IDE disk array
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Production

● Data Reconstruction
– Prompt Reconstruction
– Reprocessing

● Simulation Production
● Skimming
● Alternative data format production

– Primary data format is BaBar Data 
Store/Objectivity

– Format for university distribution is 
Kanga/ROOT
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Data Reconstruction
Prompt

Calibration

Event
Reconstruction

Event
Reconstruction

Event
Reconstruction

● Calibrations done with data
● Prior model used Rolling 

Calibrations
– One defined the 

constants for 
reconstrucing the next

● Now split calibration step
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Reprocessing
Prompt

Calibration

Event
Reconstruction

Event
Reconstruction

Event
Reconstruction

SLAC

16 Dual 1.4GHz P-IIIs

Padova

Each farm
40 Dual

1.26GHz P-IIIs

● Started two weeks ago
● Reprocesses full statistics

– Should finish in February
● Prompt Calibration

– SLAC Farm
● Event Reconstruction

– 3 (or 4) Padova Farms
● Actually two PCs @ SLAC

– Second feeds two SLAC ER 
farms
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Prompt Reconstruction
Prompt

Calibration

Event
Reconstruction

Event
Reconstruction

Event
Reconstruction

SLAC
16 Dual 1.4GHz P-IIIs

Each Farm;
32 Dual 1.4GHz P-IIIs

Padova Farm(s)

● PEP-II restarts 15th

November
– Expect collisions 

within week
● Start with two ER farms 

at SLAC
● Add Padova farms

– When reprocessing 
done
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Simulation Production

● Largly Distributed system
– 20 sites produce Monte Carlo
– 48 Dual 866MHz P-IIIs at SLAC
– Home grown system to centrally manage, ProdTools

● Moving towards larger statistics
– Generate ~1σ continuum/taus
– ~2σ B mesons
– Increase to 3σ for Bs

● Utilise under used cycles on analysis and data 
production farms
– Required increase in memory on client nodes (2GB)
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Analysis

● Three of the Tier-A site currently provide 
analysis capacity
– SLAC and IN2P3 provides Objectivity based 

data
– RAL provides ROOT based data

● Almost all RAL & IN2P3 for analysis
● SLAC provides 20k SpecINT 95s
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BaBar GRID
● Three applications in development

– Simulation Production
● Currently use ~8 FTEs for production

– Analysis
● Allow better use of world wide resources
● Allow users to work interactively where 

they wish
–Currently users need to login to Tier-A 

sites to use their resources
– Data Distribution

● User can initiate request from their site and 
athenticate to nearest resource with data
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Conclusions

● BaBar development has been distributed since 
inception

● During last two years moved to use distributed 
computing resources

● Moving towards using Grid Techonolgy to add 
transparency
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