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-
The Fermilab Scientific Program rermiao "Syga

Computing Division

Physics of the Weak Energy Scale

+ Look for Supersymmetry.

+ Make precise measurements of t and W mass.
¢ Measure B, mixing, CP parameters.

+ Search for Higgs with increasing luminosity.

Neutrino Masses and Mixing
+ Study atmospheric neutrino range with MINOS.
+ Make a definitive check of the LSND with MiniBoone.

Particle Astrophysics

+ Search for dark matter with CDMS.

+ Study highest energy cosmic rays with Auger.

+ Discover new astro sources with Sloan Digital Sky Survey.
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Fermilab HEP Program ... ::5

Computing Division
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World-wide Collaborations at G-

Fermilab

Fe rm I Iab Computing Division

¢ 2,716 Physicists work at Fermilab

¢ 224 institutions from:
38 states (1,703 physicists)
23 foreign countries (1,014 physicists)

¢ 555 graduate students
¢ (probably a similar number of postdocs)

¢ It is interesting to note that only 10% of CDF and DO

physicists work for Fermilab
Status: 1999

May 22, 2001 LCCWS Matthias Kasemann 4



MeGill U,

Toronto

Michigani Harvard,
~ Mich 5t M!I-"I. Brandeis
ey utts
. Yale Rockefeller

Pittsburgh  Rulgers
Johns Hopkins

Texas Tech Florida

KEK - ‘

Taukuba
B (Osaka Hiroshima
Waseda
4

arlsruhe

x

Cieneve

Taiwan

Pisa

o™ Padova

Frascati
Bologna

Udine/Trieste

The CDF Collaboration consists of 490 physicists from 41 institutions representing 8 countries
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CMS Computing Challenges ___ :::E.

Computing Division

. Exeeriment In Ereearation at CERN/Switzerland

¢ Strong US participation: ~20%
¢ Startup: by 2005/2006, will run for 15+ years

Major challenges associated with:
Communication and collaboration at a distance
Distributed computing resources
Remote software development and physics analysis
R&D: New Forms of Distributed Systems
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CMS Computing Solution: | -'!E
A Data Gr|d Fermilab h

Computing Division

+ Deploy computing resources as hierarchical grid

Tier O
Tier 1
Tier 2
Tier 3
Tier 4

b
b
b
b
b

Central laboratory computing resources (CERN)
National center (Fermilab / BNL, other countries)
Regional computing center (university)
University group computing resources

Individual workstation/CPU

+ We call this arrangement a “Data Grid” to reflect the overwhelming role
that data plays in deployment
¢ LHC data volume / Current experiments: factor 2-4
o CDF:. ~ 450 TB/year
+ Compass: ~ 300 TB/year of RAW data
¢ STAR: ~ 200 TB/year of RAW data
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d (SChematIC) Computing Division
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“Run 2 Science: The hunt 1s on”  eermitas 5::5-

FermiNews, Vol 24, March 2, 2001 Computing Division

¢ Run 2: A long run starts in 2001.

Further upgrades will continue increasing the luminosity.
They require a big effort.
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Run 2a: Data Flows Fermilab g

Computing Division
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Run 2a Data Volumes
(estimates, from 1997 planning)

e,
Fermilab “’

Computing Division

Category Parameter DO

DAQ rates Peak rate 53 Hz
Avg. evt. Size 250 KB
Level 2 output 1000 Hz

SC A0)|E

maximum log rate
# of events 600M/year
RAW data 150 TBl/year
Reconstructed data 7
tier

Data storage

Physics analysis 50 TBl/year
summary tier
Micro summary 3 TBlyear

CPU Reconstr/event 25 - 65 SI95xsec
Total Reconstruction 2000-4000 SI95
Analysis 2000-4000 SI95
Access for # of scientists 400 - 500
analysis
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75 Hz
250 KB
300 Hz

79 TBlyear

30 SI95xsec
2000-4000 SI95
2000-4000 SI95
400 - 500
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Run 2a Equipment Spending Profile

(Total for both CDF & DO experiments)

@

|
Fermilab “’

Computing Division

¢ Mass storage: robotics, tape drives + interface computing.

Production

2

farms

¢ Analysis computers: support for many users for high
statistics analysis (single system image, multi-CPU).

¢ Disk storage: permanent storage for frequently accessed

data, staging pool for data stored on tape.

¢ Miscellaneous: networking, infrastructure, ...

Fiscal Year MSS | Farms | Analysis| Disk Misc | Total (both)
Spent in FY98 [($1.2M |$200K - $200K [$400K |($2M
Spent in FY99 [$2.2M |$700K |$2M $800K [$300K |[$6M
Spent in FYO0 |$450K [$350K [$100K $300K [$800K |$2M
Budget FYO1 |$450K |$350K [$2.14M |$690K |$70K [$4M
Plan for FY02 |$500K |$1.2M [|$2.16M |$610K |$30K |$4.2M
Total Needs $4.8M |$2.8M |[$6.4M $2.6M |$1.6M |$18.2M
Continuing Operations (FY2002 and beyond) $2M
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RUN 2a Equipment errita :::E-

Computing Division

¢ Analysis servers, going from 30% to 60% of full systems:
DO delivered, CDF purchase in progress
¢ Disk storage (65% of full system)

¢ Robots with tape drives
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-
Status of CDF/DO Farms ™= e

Computing Division

+ 88+97 PC’s are in place.
48+47 PII1/500 duals
40+53 PIII/750 or 800 duals

¢ 60 more PC’s are on order (PIIl/1 GHz duals)
+ 1/O nodes are ready.

¢ Integration and testing of the system is complete.
20 Mbytes/sec can be achieved.

¢ The CDF system is being used to process and
reprocess data from the commissioning run
about 1.3 Thytes taken in October, 2000

both systems are used to generate and reconstruct
simulated data.

+ Both are ready and used for raw data reconstruction.
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DO Computing System L !
p g y Fermilab “’

Division

Proposed DO Analysis Computing Configuration
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DO data handling: -
SAM - Grld enabled Fermilab “

Computing Division

Fermilab Stations
®Central Analysis

20000
®Farm Data Tier
18000 B digitized wm
. . ] - genarated =
&L inux analysis VHaan T -
. 14000 —  reconstructed mm
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Since time began (for Run2):

~100M events
~120M Tfiles
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L !
CDF: Performance Milestones rermian "

Computing Division
CS
L3 Dual Ported
Logger Dis

¢ Mock Data Challenge Il May-July 2000.

BO
l ECC Rate test of system: 12 MBJ/s.
+ Limited by hardware availability.
O O le— pata Logger Single components: 20 MB/s.
OO & | raw | Farms L
0O : Farm Stager + Commissioning: thober 2k
7y reco Recorded 10 million events.
: Logged 3 TB of data to tape.
A — ) Reconstructed data on farms.
Disk Inventory ) .
centrall < Manager > Dalta e 1St Pass with Calorlmetl’y & COT
Fi -
Systems| (/0 Modules )—» Catlaﬁog + 2M pass with SVX & Database
C AC++ 3 s/evt reco (debug & non-opt)
Software + Start of Run2: March 1

Start of physics data taking: ~June 1
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-
CDF Commissioning Run Data  rermilao “Spga

Computing Division

+ Functioning tracking (e.g. reconstructed L —>pp below).

| Run 103153 V0 mass with lambda hypothesis|[ chiz 7ndf= 9128 754
e p0 = 2.394e+04 +- 2094
g 000 - p1  =4e+04 +- 3704
= L p2 = -1649e+04 +- 1637
Mg = N = 1227 +-55.11
w Mass = 1.116 +-0.0001111
2 Width _=0.00247 +- 0,00012€9)
Eann -
Geoo
300
200
100 -
I:I C L 1 I 1 1 1 I 1 1 1 I 1 1 1 I 1 1 1 I 1 1 1 I 1 1 1 I 1 1 1 I 1 1 1 I 1 L 1
1 102 104 108 108 11 112 114 116 118 ]2
Mip, ) (Gewvic))
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. _ e’
First planning for Run 2b Fermilab “miga’

Computing Division

¢ First Run 2b costs estimates based on scaling
arguments
Use predicted luminosity profile
Assume technology advance (Moore’s law)

CPU and data storage requirements both scale with data
volume stored

+ Wil be able to refine estimates after 1 year of Run 2a
experience

+ Data volume depends on physics selection in trigger
Can vary between 1 — 8 PB (Run 2a: 1 PB) per experiment

+ Have to start preparation by 2002/2003
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LCCWS: @

i Fermilab .*.
CIUSter COmpUtlng nOW Computing Division

+ Large compute clusters are reality and used now in
HEP
For raw data and Monte Carlo production
For accelerator calculations
For theoretical physics calculations (Lattice QCD, ...)
Particle Astrophysics Data processing

# Cluster computing is an obvious solution when
ratio of CPU/IO-bandwidth is high
Parallel computing can benefit from granularity of events
Cross-node communication requirements are low
Resource allocation is easy
+ Within one group or tightly managed otherwise
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Cluster Computing: N ::5
SOme QueSthnS (1) Computing Division

¢ Should or can clusters emulate a mainframe?

Resource allocation, Accounting, Monitoring
single vs. heterogeneous environment
System administration

+ How much can the compute models be adjusted to
make most efficient use of cluster computing?

+ Were Is it more cost-efficient not to use cluster
computing?
¢ What is the total cost of ownership for clusters?

¢ How can a cluster be build based on incidental use of
desktop resources (a la )?
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Cluster Computing: N ::5
SOme QUGStIOﬂS (2) Computing Division

+ How to use clusters for applications with high 1/O
requirements?
Implications on data model
Implications on data access methods
I/O bandwidth and latency requirements and solutions
Is there a break-even point?

+ How to design clusters for high-availability
reguirements?
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Compute clusters: B

[
Fermilab “’
the neXt StepS Computing Division

+ We are facing the same challenge at different labs:

How to get the most computing for the least $$ ?

Lets share our experience...

Lets exchange ideas...

Can we share solutions?

How to entertain joined projects?

¢ That is why we are here.... Welcome !

+ We need to do global computing for global experiments
Grid computing and data distribution is addressing this
Not to forget operational aspects...
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At last:

The Weather

-

Fermilab w

Computing Division

A Chicago Tribune | News — Weather — Microsoft Internet Explorer
J Eil= Edit Wiew Faworites Tools Help |_
[ : =
- = 53 B2 al == | E= 3
Back Forwrarc Stop Refresh Home Search Faworites History
J Address I@ o« e weatherpoint.com Aoty ;I e
|Links
\ = |
TOM SKILLING'S T-DAY FORECAST
TCODAY TOMORROWS
Coal, 12 degrees below
narmE] Sc?tt:trea s Un=seasonably cool—16 degrees
govelragn.er:t Igth = DW'_BrS belowe normal. Cloudy |, =cattered
LA B AL IR sprinkles or gusty passing showwers
curing the day.
THURSDAY FRIDAY SATURDAY SUMNDAY MOHNDAY
Cloudy, periods Cloudy, remaining A gray, possibly Breaks for Partly sunny,
aof rain possible. cool for the showeery day . s=unshine, modest wearmer, drier
Cool readings Season. Some rMost precipitation wESPITIrG By northwwest
continue. passing glimpses in the late atternoon. wrincls .
of =un can't be morning and Several widely
ruled out. afternoon. scattered
Continued coal. showrers
possikle.
=
|EI Cuore | | |D Intermeat =

¢ The weather will be ideal for good workshop
working conditions
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