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Abstract.  The worldwide computing working group brought together a number of experts in this rapidly emerging field.  A combination of presented talks and discussion identified common interests and issues to be pursued in the future. 

Introduction

The Worldwide Computing Working Group session came at the end of a day that had already featured plenary talks and parallel sessions in both the Very Large Scale Computing and Innovative Software Algorithms and Tools tracks.  This session gathered experts in a somewhat more informal setting, allowing more time for interchange of views and discussions of the points raised by the speakers. A panel helped to stimulate the discussion as well as responding to audience questions. 

Presentations

Four presentations by physicists from both sides of the Atlantic with experience in the challenges of large scale distributed computing led off the program.

Luciano Barone – Management of Large Scale Data Production for the CMS Experiment

Luciano described the experience of the CMS experiment in managing a large distributed Monte Carlo production exercise.  The current production involves the generation, simulation, digitization and reconstruction of several million events at sites located a CERN, in the US, Italy, Russia, Finland and elsewhere.  A combination of older (Fortran-Zebra based, Geant-3, Pythia) and more modern (C++, Objectivity object database) software is being used.  Data relocation (from production sites to central locations and distributing data to remote sites for analysis) is an important issue.

The current production exercise is viewed as a transition between older ad hoc management and full use of Grid tools.  There is some attempt at standardization of platforms and operating systems, with a common set of scripts for job submission and file transfer.  The GDMP tool (which was reported on by A. Samar in the parallel sessions) is used for file replication.  Issues needing improvement include:

· scripts are not sufficiently generic, but remain somewhat site specific and manpower intensive.  Increased robustness would also help.  More practice at this large scale is needed; 

· information service needs a clear definition and implementation; and

· file replication management tools are just starting to appear and need careful evaluation.

All of these areas could benefit from general purpose Grid tools.

Finally, a case study was given of using Objectivity database files as targets for file replication management between centers. The study concluded that even the early GDMP tool contained the basic needed functionality for production file replication, but that an information service would allow easier synchronization of files and optimized data access during analysis.

Harvey Newman – Issues for Grids and Worldwide Computing

Expanding on his earlier parallel session talk on Data Grids for Next Generation Experiments, Harvey presented a vision of Grids as an enabling technology for future science.  Among the broader issues motivating work on grids are:

· a required new level of intersite cooperation and resource sharing, including security and authentication across worldwide boundaries;

· developing methods for effective collaboration between physicists and computer scientists; and

· being ready to adapt to coming revolutions in network, collaborative and internet information technologies.

After highlighting some of the expected coming revolutions in information technology and citing some of the current gird projects, he went on to identify issues in worldwide computing needing immediate further work:

· integration of grid prototypes for end-to-end data transport;

· starting to integrate grid systems with experiment specific software frameworks;

· deriving strategies for data caching, query estimation, co-scheduling, load balancing and workload management among centers, including the use of modeling tools; and

· transparent interfaces for replica management.

Finally, after describing some current work in these areas, he went on to discuss moving beyond traditional architectures through the use of mobile agents: autonomous, goal driven adaptive software objects.

Fabrizio Gagliardi – EU Datagrid

Fab described the motivation and plans for the European Union (EU) Datagrid project.  Motivation for the project includes:

· the perfect match between the Grid concept and the proposed LHC computing model;

· the critical need to address the coming shortage of locally available computing resources; and

· the need to coordinate ongoing national Grid research efforts in several EU countries (including the UK, Italy, France, the Netherlands, and others).

The main objectives include:

· middleware for fabric and grid management;

· large scale testbeds;

· production quality HEP demonstrations; and

· demonstrations in other sciences.

The project is funded and underway, with high energy physicists as active participants in many of the 12 work packages, including grid workload management, grid data management, grid monitoring services, fabric management, mass storage management, network services, integration testbed, and high energy physics demonstrations.

Paul Avery – The GriPhyN Project

Paul discussed the GriPhyN, an NSF funded R&D project to build the foundation for Petabyte scale virtual data grids.  GriPhyN brings together physics from several scientific disciplines in a strong partnership with computer scientists to design and implement production scale grids with common infrastructure, tools and services based on existing foundations.

Motivations for datagrids include both physical and political reasons:

· optimizing data distribution and proximity;

· making efficient use of networks;

· providing for scalable growth;

· unifying all computing resources as part6 of the grid;

· leveraging use of local resources; and

· overcoming the problems of managing a single massive central facility.

Th GriPhyN research agenda includes:

· virtual data technologies;

· planning and scheduling;

· execution management;

· performance analysis; and

· a virtual data toolkit.

The initial R&D phase of the GriPhyN project is funded and work is underway.

Discussion 

Discussion focused around managing and coordinating the diverse grid R&D activities.  Are all important areas of research being covered?  Is there any mismatch between Europe and the US?  

The management of the various projects is in good communication with many people participating in several of the projects.  There are general grid forum activities in both the US and Europe, so it is felt that there is sufficient coordination of work.  It is very useful to keep the experiments involved, and to provide real services that they can test out against real world problems.

