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Abstract.  We present and discuss the techniques used in applying the singular value decomposition (SVD) in order to resolve such difficult problems as objects and features extraction of images in the context where the number of images and related data to characterize them becomes very large. We will present preliminary results indicating the potential of such methods in analyzing data pertinent to large image collections where image complexity is high and where detailed, exact and realistic physical models of the complexities are yet to be written.  

Introduction

The Internet growth has led to a tremendous amount of multimedia information becoming widely available1 . However Internet access methodology and intelligent multimedia search engines have not kept pace with this growth. As a result of this lack of good tools for accessing and searching broadband medium, users have experienced frustration over the quality of information retrieval in general. Ereo Inc., is committed to work at improving this situation by building what could be called second generation multimedia search engine. This paper will discuss one aspect of this problem, namely the search through a database of images when the number of images becomes so large  (over 1 Million images) that specific method of analysis has to be invented to deal with the similarity search problem in a large information domain (image domain in this paper) .

SIMILARITY SEARCH IN LARGE DATABASE

Recent survey2 of the performance of the most popular Image  Search Engine on Internet revealed that relevancy ( satisfactory query results ) was reasonable as long as the size of the database was relatively low. As the size reached the 1 Million image barrier it is obvious that relevancy decreased due to poor performances of the search engine technologies. Our effort is aimed at improving this situation namely increasing drastically the relevancy and the size of the database well above current limits. This means inventing more powerful and intelligent search tools. 

Similarity through Color Histogram 

Simple similarity search in a database of 1 Million images can be performed by looking at the similarity of images using their color properties. While this may not give good relevancy, it should be emphasized that this simple search is already creating a complex problem that needs to be solved. A color histogram based on the full range of color values for the RGB model3 represents an equivalent large color vector since there are 16,777,216 possible color values (we will call this histogram: the 16M color histogram) hence similarity search using color vector requires searching for similar vectors in a high dimensional space. At run-time (for a web page search environment) current internet technology of similarity search cannot afford this high dimensional space cost so some dimensionality reduction is needed. In this paper we investigate the use of singular value decomposition (SVD) as an approach to effectively provide dimensionality reduction to the problem. 

Singular Value Decomposition (SVD) Technique : Basic Idea.

SVD methods deal with solving difficult linear-least squares problems such as the terms in documents case and here colors in images. They are based on the following theorem of Linear Algebra4: 


“Any M x N matrix A whose numbers of rows M is greater than or equal to its number of columns N can be written as the product of an M x N column orthogonal matrix U , an N x N diagonal matrix W of singular values and the transpose of an N x N orthogonal matrix V:
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Qualitatively the U matrix represents a vector basis for the most relevant information in the system while the eigenvalues wi represents the variability in the information. 

SVD Solution applied to Similarity Search by Colors 5
The Singular Value Decomposition (SVD) Solution to the problem of searching a large database for similar images by colors can be applied in the following way : we can envision building a A matrix ( using the notation above ) corresponding to the 16M color histogram of a stack of images upon which we would like to do image color similarity comparison. In order that the SVD process can be a useful and practical empirical type of model, we need to demonstrate that we can build a A matrix that is sparse4,6 and that the decomposition can be performed by suitable numerical optimized method. 

SVD Solution : Implementation and Experiments

We used the SVD package (SVDPACKC 6) from the NetLib repository. In particular we used an iterative method such as the Lanczos method for determining several of the largest singular triplets (singular values and corresponding left- and right-singular vectors) for large sparse matrices.   

For our experiments, we used a stack of 1999 jpeg images (133 x 100 pixels). We adapted the las2 (Lanczos method) program of the package to modify the data requirements for our conditions (much larger sparse matrix). We constructed 16M (RGB color model) color histograms to build the A matrix : columns identify image through a suitable ID while rows describe a color index C (combination of R,G,B values giving one of 16M colors values). Testing showed that in order to construct a sparse matrix and being able to run the SVD package, we had to reduce the effective number of colors in the histogram from 16M to 65,536.  We ran the SVD package on a Digital Alpha Linux machine  (two Alpha 21264 667 MHZ CPUs with 4 MB cache, 1Gb SDRAM). Constructing the SVD sparse matrix produced the following conditions:  

· 234 Mb of temporary storage to handle 1999 color histograms of 65536 color bins 

· final sparse matrix formatted using only non-zero values used 78 Mb.

Requesting 200 eigenvalues produced a run time of about 20 minutes. Fig 1. shows a typical result   namely the N largest singular value (eigenvalues ) that retains the most relevant information contained in the color histogram of a stack of images.
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Figure .  Results of a SVD run. The values that show the most variability are the retained relevant eigenvalues for this problem.

Dimensionality Reduction Results

The singular value decomposition of the (65536 x 1999) matrix A yields a new 65536 x N matrix T containing the left singular vectors or U matrix (the left singular terminology is explained in the SVD package) corresponding to the N largest singular values of A as illustrated in Fig. 1 (Fig. 1 shows the case for 700 requested eigenvalues ).  The N largest values retained as much information about the original histograms of the stack of images. The matrix T is used to project 65,536 dimensional colors histogram into an N-dimensional space color histograms using :
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We can compare the similarity of images base on simple 512 color bins Histograms versus the SVD reduced N-histograms to assess the usefulness of SVD dimensionality reduction. It is found that for about     N = 50 eigenvalues (the most largest values) we get the same similarity measure of image comparison using the well known P(10) metric used in text search engine development.  Therefore SVD Process appears to be an efficient empirical method to reduce the size of any function describing image properties for similarity purpose. 

CONCLUSION

Singular Value Decomposition Method can be an extremely valuable and simple method of analyzing data without the necessity of explicit mathematical model and it provides data size reduction as well. 

This method of dimensionality reduction has been successfully proven on text and now can be considered a powerful method of similarity comparison based on image properties such as color and possibly morphology of objects (shapes) and textures contained within an image. 
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